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Cortical compression can be a significant problem in many types of brain injuries, such as brain trauma, localized brain edema, hema-
toma, focal cerebral ischemia, or brain tumors. Mechanical and cellular alterations can result in global changes in excitation and
inhibition on the neuronal network level even in the absence of histologically significant cell injury, often manifesting clinically as
seizures. Despite the importance and prevalence of this problem, however, the precise electrophysiological effects of brain injury have not
been well characterized. In this study, the changes in electrophysiology were characterized following sustained cortical compression
using large-scale, multielectrode measurement of multiunit activity in primary somatosensory cortex in a sensory-evoked, in vivo animal
model. Immediately following the initiation of injury at a distal site, there was a period of suppression of the evoked response in the rat
somatosensory cortex, followed by hyper-excitability that was accompanied by an increase in the spatial extent of cortical activation.
Paired-pulse tactile stimulation revealed a dramatic shift in the excitatory/inhibitory dynamics, suggesting a longer term hyperexcitabil-
ity of the cortical circuit following the initial suppression that could be linked to the disruption of one or more inhibitory mechanisms of
the thalamocortical circuit. Together, our results showed that the use of a sensory-evoked response provided a robust and repeatable
functional marker of the evolution of the consequences of mild injury, serving as an important step toward in vivo quantification of
alterations in excitation and inhibition in the cortex in the setting of traumatic brain injury.

Introduction
Focal cortical compression can be a significant problem in many
types of brain injuries, such as brain trauma, localized brain
edema, hematoma, focal cerebral ischemia, or brain tumors (Wa-
tanabe et al., 2001; Chen et al., 2004; Salci et al., 2006; Yang et al.,
2006a,b; Zhao et al., 2009). Increased cortical pressure and me-
chanical deformation of neurons can elevate extracellular potas-
sium (Reinert et al., 2000), alter neuronal firing rates (Maeda and
Miyazaki, 1998), and may even lead to delayed neuronal injury
(Arundine et al., 2003) or outright cerebral infarction (Marino et
al., 2006). Functionally, these mechanical and cellular alterations
can result in global changes in excitation and inhibition on the
neuronal network level, potentially even manifesting clinically as
seizures (Lee et al., 1997; Wang, 2003; Arundine and Tymianski,
2004; Glass et al., 2004; Adamo et al., 2005; Ding et al., 2008). One
key element, however, is that imbalances in excitation and inhi-
bition can occur in the absence of histologically significant cell
injury (Ding et al., 2008; Yu et al., 2009). Despite brain injury
being an enormous problem in young adults in the United States

(Baker et al., 2008) and the indication that electrophysiology may
be able to detect neuronal dysfunction before cell death or even
without detectable cell injury, there is a relative dearth of infor-
mation on the in vivo electrophysiological effects of brain injury
(Sanders et al., 2001; Alves et al., 2005).

In this study, we used large-scale, multielectrode recording of
sensory evoked cortical activity in vivo to assess excitatory/inhib-
itory balance after compression injury to the whisker barrel cor-
tex of rats. Given that the vibrissa-related cortical region occupies
a relatively large area of S1 and has a relatively simple topograph-
ical map (Woolsey and Van der Loos, 1970; Welker, 1976), the
barrel cortex is ideal brain region to probe the functional and
electrophysiological effects of brain injury in vivo (Simons and
Woolsey, 1979; Simons, 1985; Miller et al., 2001). By recording
multiunit spiking activity following repeated single-vibrissa stim-
ulations with a paired-pulse paradigm (Simons and Woolsey,
1979; Simons and Carvell, 1989; Webber and Stanley, 2004; Bo-
loori and Stanley, 2006), our results revealed a period of extreme
suppression/inhibition after compression, followed by a gradual
recovery of cortical activity, eventually leading to possible hyper-
excitability within a 2 h time window following onset of injury.
Measurements across the spatial extent of the array suggested
there was activation of previously silent intracortical neurons
during this period of hyperexcitability. Evaluation of these changes
in a relatively acute period following injury could provide insight
into electrophysiological mechanisms of neuronal dysfunction. Fur-
thermore, examination of the changes in excitation and inhibition
from temporal and spatial perspectives in the acute period following
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injury can potentially unveil opportunities and avenues for clinical
intervention in the early phases after injury.

Materials and Methods
Surgical procedure. To assess multiunit cortex function and to generate
control animals for the injury paradigm, we used 10 male Long–Evans
rats (Charles River, 250 –350 g). All procedures were approved by the
Animal Care and Use Committee at Harvard University and in accor-
dance with National Institutes of Health guidelines. Animals were anes-
thetized with 1.5–2% vaporized isoflurane before having their heads
shaved clean and being transferred to a stereotaxic frame (Kopf Instru-
ments) for surgery. Once secured in the frame, rats continued to receive
isoflurane anesthesia at 2%. Vital signs were monitored via a G2 Digital
Respiration Monitor (Harvard Apparatus), which allowed for continu-
ous observation of SpO2, heart rate, and qualitative pulse strength. An-
esthesia was adjusted to maintain a pulse rate of 350 – 400 beats per
minute throughout the experiment to sustain a constant level of seda-
tion. Body temperature was maintained at 37.5 � 0.5°C with a feedback-
controlled heating pad throughout the procedure (FHC). The animals
received a 0.5 ml injection of atropine (0.09 mg/kg) to minimize fluid
secretion in the lungs. Following a lidocaine injection into the scalp
and sterilization with Betadine, a midline incision was made on the ani-
mal’s head and the skin flaps were retracted. Connective tissue and mus-
cle were removed to expose the skull surface. A screw was inserted into
the right parietal bone of the skull, but not the brain surface, to serve as an
electrical ground. A craniotomy was then performed that resulted in the
removal of almost the entire parietal bone, exposing both the barrel
cortex and leaving enough brain surface exposed to minimize the possi-
bility of inserting the array through bone fragments at the edges of the
craniotomy. Following the craniotomy, the dura was left intact and the
brain surface was kept moist with frequent addition of saline to the
exposed surface.

The connector of the microelectrode array (ICS-96, Cyberkinetics
Inc.) was mounted to a stereotaxic positioner. The array was then posi-
tioned over the barrel cortex, centered at �4 mm laterally from the
midline and 1.5 mm posterior from the anterior bregma. Once the array
was positioned, the pneumatic array inserter (Cyberkinetics Inc.) was
positioned over the array, set to 20 PSI, and triggered to insert the array
into the cortical tissue. Following implantation of the array, the animals
were allowed to recover for 90 min before recordings were initiated.
Preliminary experiments had demonstrated that it would typically take
between 5 and 60 min for the spontaneous activity to equilibrate follow-
ing the array insertion. Thus, 90 min of recovery were given to the ani-
mals to ensure that spontaneous neural activity would be at a steady state
for the controlled depth of anesthesia. Once the recovery period was
complete, the animals underwent the vibrissa stimulation protocol, after
which they were killed with an overdose of sodium pentobarbital.

Microelectrode array and electrophysiology. The microelectrode arrays
that we used were 8 � 8 arrays (3.2 mm � 3.2 mm) of silicon electrodes
1 mm in length, 80 �m diameter at each electrode base tapering to 50
�m, with 400 �m spacing (Fig. 1 A) and 100 – 800 k� impedance (Cy-
berkinetics Inc.). Removal of the electrode following the experiment
destroyed the tissue, precluding histological verification of the electrode
placement. However, the electrode length and recorded activity were
commensurate with cortical layer 4, which is �700 –900 �m below the
surface of the cortex and is the primary recipient of thalamic input (Fox,
2002; Petersen, 2007). Multiunit extracellular recordings were obtained
using the microelectrode arrays. Neuronal signals were amplified and
acquired using a Cerebus 128 channel data acquisition system (Cyberki-
netics Inc.) at a sampling rate of 30 kHz for neural spike data. Thresh-
olding was used to identify spike waveforms. Analyses were performed
using Neuroexplorer (Nex Technologies) and Matlab (MathWorks).

Verification of microelectrode array positioning. Since histology could
not be performed on the animals, an additional control experiment was
performed to assure the microelectrode array did not become displaced
as a result of the compression. The array was inserted into phantom
tissue, and the focal compression was repeated at the distance from the
array insertion site that we used in the in vivo experiments. Optical mea-
surements of the array position were acquired by using a high resolution

camera (1280 � 1024 pixels, Tuscen) and a Navitar macrolens. The
microelectrode array was inserted into commercially available phantom
brain tissue (Smooth-On; 90% thinner and 10% two-part elastomer).
The position of the array was measured before and after a 1 mm normal
compression was induced 6 mm away from the array insertion site. The
images were processed using the Matlab image processing toolbox
(MathWorks) to quantify the movement caused by the compression.

Vibrissa stimulation. Vibrissa stimulation was performed using multi-
layered piezoelectric bending actuators (range of motion, 1 mm; band-
width 200 Hz; Polytec PI). Actuators were placed 10 mm away from the
animal’s face and the whisker was inserted a 4 cm section of 20 �l glass
pipette that was fixed to the end of the actuator (�0.57° per 100 �m
deflection). Pulse deflections consisting of exponential rising and falling
phases (99% rise time � 99% fall time, 5 ms; amplitude 600 �m) were
used to generate whisker movement in the rostral-caudal plane. Actua-
tors were carefully calibrated (Boloori et al., 2010) and actuator control
was performed using C�� routines written within the LabWindows
software environment (National Instruments). Actuator deflection ini-
tially moved vibrissae in the rostral direction before moving them cau-
dally back into their original position. Care was taken to ensure that
actuator movement only perturbed the whisker to which it was attached.

Although the C2 vibrissa was typically used for the stimulus protocol
and preinjury and postinjury measurements, data were also acquired in
response to the stimulation of other vibrissae, showing consistent topo-
graphical arrangement. The stimulation protocol for single whiskers
consisted of paired-pulse deflections at interdeflection intervals (IDIs) of
50, 80, 100, 150, and 200 ms. Each IDI was presented at 1 Hz (i.e., 1 s
between repetitions) with a total of 60 repetitions each. Every set of 60
repetitions created a “stimulus block.” Two minutes of “rest” were al-
lowed between each stimulus block for a particular IDI.

Response measures. Peristimulus time histograms (PSTHs) were gen-
erated using a time resolution (bin size) of 1 ms. Although cortical layer
4 and 5 neurons typically have short thalamic-driven latencies following
vibrissa deflection (i.e., �12–15 ms), intracortical contributions can po-
tentially lead to longer latency activity approaching 30 ms (Fox et al.,
2003; Higley and Contreras, 2003; Boloori and Stanley, 2006). A 30 ms
window poststimulus time window was thus used to quantify the stimu-
lus driven cortical response. The response magnitude was quantified by
the average spike count response of the 30 ms poststimulus interval sub-
tracted by the 30 ms interval preceding the stimulus, to remove baseline
activity or noise artifact. The “principal channel” was defined as that
channel having the largest magnitude in response to the punctate vibrissa
deflection. Any channel that demonstrated a peak response �25% of the
response magnitude of the principal channel was referred to as “signifi-
cant,” and was used for subsequent analyses. For visualization, color
maps were generated using cubic interpolation across the electrodes, but
all analyses were performed on the raw data.

To quantify the attenuation of a test spike count response to its unat-
tenuated (baseline) value, conditioning-test ratio (CTR) curves were
generated (Kyriazi et al., 1996, 1998). CTR curves characterize the pair-
wise interactions between responses to subsequent stimuli. Previous
studies in single electrode experiments have fitted CTR curves to sigmoi-
dal functions (Fanselow and Nicolelis, 1999; Webber and Stanley, 2004;
Boloori and Stanley, 2006). Thus, the hyperbolic tangent function was
used to fit measured normalized CTR curves

f 	IDI
 �
1

2 �1 � tanh�IDI � t50

� ��, (1)

where parameters t50 (time to reach 50% of the maximum), and � were
estimated through the Gauss-Newton method (MathWorks). This pa-
rameterization is valid only for IDIs �10 ms, which is less than our lowest
IDI of 50 ms.

In addition to response magnitude, the temporal characteristics of the
response were also studied using latency and vector strength. Latency was
defined as the average time delay between the stimulus and evoked spikes
and was computed as the center of mass of the PSTH in the 30 ms
poststimulus time window. Vector strength (VS) quantifies how strongly
the neural spikes lock to the stimulus and therefore present a quantitative
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method for examining the temporal precision of the response (Higley
and Contreras, 2006). VS was computed as

VS �
1

n���
i

cos�i�2 � ��
i

sin�i�2, (2)

where �i � 2�ti/T, ti is the latency of the ith spike relative to the latest
stimulus, and T is the duration of the poststimulus response window (30
ms in this case). As can be seen from the equation, a VS of 1 indicates
perfect precision (i.e., the response always occurs at exactly the same
delay following the stimulus) and 0 indicates that there is no stimulus
locking. Having a short time window ensures that the timing and mag-
nitude measures correspond to the same time interval. All error bars
represent one SE above and below the mean. Statistical analyses were
performed using STATA (StataCorp).

Cortical compression. Focal cortical compression was created in a man-
ner similar to that in previous studies (Ding et al., 2008). Following the
initial vibrissa stimulation protocol, a 1 mm diameter steel cylinder was
placed over the compression site and secured to a depth that generated a
1 mm compression on the cortex and maintained for the duration of the
experiment. Figure 3A (see below) illustrates the location of the compres-
sion site (approximately above the motor cortex) relative to the record-
ing site. Once the cylinder had been inserted to the proper depth, 5 min
were allowed to pass before performing the paired-pulse protocol on the
C2 whisker, which was repeated once. This process was repeated every 15
min (i.e., first time point was taken at 5 min postinjury, the second time

point occurred at 20 min postinjury, etc.) until
the final time point was taken at 125 min post-
compression. We observed that in many cases,
channels exhibiting little or no stimulus-driven
activity before injury/compression would be-
come strongly stimulus-driven following com-
pression. The significant channels were thus
further categorized as “precompression signif-
icant” and “postcompression significant.”
Postcompression significant channels were
those that were not significant before the com-
pression, but met the significance criteria fol-
lowing the compression. Regarding injury
distance from the recording site, this parame-
ter was not systematically explored in this
study. There is a growing amount of evidence
suggesting neural connections between the
barrel and motor cortices in rodents (Urbain
and Deschênes, 2007; Aronoff et al., 2010; Sato
and Svoboda, 2010). Since the recording site
was the barrel cortex, the motor cortex was se-
lected as the injury site as it was more probable
that injury to the motor cortex could manifest
with a detectable electrophysiological change
in the barrel cortex. From a practical perspec-
tive, it was also desirable to select an injury site
that was separated from the array so as to avoid
dislodging the array while creating the focal
compression. The effects of injury site location
and the distance between injury and recording
sites were beyond the scope of this study. How-
ever, a small number of experiments were in-
formally performed (data not shown) where
the compression site was moved to different
cortical regions and the results were grossly
similar to those presented in this study in
that similar patterns of recovery were ob-
served. This was not formally or thoroughly
interrogated and different injury sites could
certainly have more subtle effects. This re-
mains an area of potential future
investigation.

Results
Multielectrode arrays were used to record neural activity in the
vibrissa region of the primary somatosensory cortex of anesthe-
tized rats. Based on known anatomical features, the arrays were
positioned approximately as illustrated in Figure 1A, later con-
firmed through functional mapping. The depth of electrode pen-
etration was commensurate with layer 4 or 5; response latencies
confirmed that many of the recordings were likely from layer 4
(see Materials and Methods). A computer controlled piezoelec-
tric bending actuator was used to deliver deflections of a single
vibrissa in the rostral-caudal plane while recording evoked re-
sponses in cortex, as illustrated in Figure 1A.

Recordings were conservatively labeled as multiunit (i.e., orig-
inating from the combined activity of multiple nearby neurons),
even though single-unit activity was evident on some of the chan-
nels. Figure 1B shows a typical PSTH of the recorded cortical
activity following deflection of the C2 vibrissa. Deflections of
single vibrissae typically generated activity across multiple
electrodes, which, when taking the electrode spacing (400 �m)
and cortical column size into account, suggests that multiple
columns/barrels were activated from a single vibrissa deflec-
tion (Moore and Nelson, 1998; Andermann and Moore, 2006;
Kwegyir-Afful and Simons, 2009). Figure 1B shows the PSTH for
a typical response to a single, punctate deflection of a single
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Figure 1. Multielectrode array recording of cortical layer 4 response to vibrissa deflection. A, A single vibrissa of the anesthe-
tized rat was deflected in the rostral-caudal plane using a computer-controlled piezoelectric bending actuator (see Materials and
Methods). Illustrated is the location of the cortical columns in the contra-lateral hemisphere, below which shows the approximate
positioning of the 8 � 8 electrode array within the cortical tissue (400 �m spacing between electrodes). B, The matrix shows the
PSTHs recorded from the multielectrode array and compiled over 60 repetitions of single whisker deflection of the C2 whisker (1 ms
bin size). These are arranged in a manner corresponding to the electrode layout on the array. The ordinate displays the instanta-
neous firing rate over a 200 ms time window. The time of the stimulus pulse is denoted by the tick mark in each PSTH. C, Two
example channels, denoted 1 and 2 in B. D, Color map of the cortical activation, representing the integrated activity in the 30 ms
window following the stimulus.
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vibrissa (the C2 vibrissa). Each position in
the PSTH grid represents the activity re-
corded from the corresponding electrode as
positioned in Figure 1A (bottom), where
the horizontal axis of each spans 200 ms,
and the tick mark denotes the time of deliv-
ery of the vibrissa deflection. A limited set
of channels exhibited a well driven re-
sponse, highlighted with the gray shaded re-
gion. For a more detailed observation of the
activity, channels labeled 1 and 2 in Figure
1B are shown again in Figure 1C. Channel 1
exhibited the strongest of the observed re-
sponses (which we denote the principal
channel), with a relatively short latency fol-
lowing the vibrissa deflection. Channel 2 ex-
hibited an example of an attenuated
response in the surrounding region, also
with a slight temporal delay relative to the
response observed in the principal channel.
Note that the latencies were consistent with
what is typically observed for cortical layer 4
(Ahissar and Zacksenhouse, 2001; Boloori
et al., 2010). As a method of visualization,
the magnitude of the responses in the 30 ms
poststimulus interval were used to generate
color maps, as shown for this example re-
cording in Figure 1D. Note that these spa-
tially interpolated color maps were used for
visualization only, and that all analyses were
performed on the raw data as shown in Fig-
ure 1B. A subset of animals (n � 5) was
evaluated in the setting of non-injury to
serve as controls. The response properties of
the neurons were relatively stable over the
time course of the typical experiment. The
ratio of the response magnitudes (principal
channel response at the end of 2 h divided by
initial principal channel response) was
found to be 1.02 � 0.06. There was no sta-
tistical difference between principal control
animal responses and the principal injury
animal responses before injury (p � 0.78,
unpaired t test). No additional channels be-
came active after 2 h of recording in the non-
injury setting.

Paired-pulse vibrissa stimulation
Although assessment of the response to single pulse single whis-
ker stimulation provides a general sense of activity in the path-
way, because of the relatively low spontaneous activity in this
cortical region, it does not provide a clear picture of relative roles
of excitation and inhibition in the cortical circuit. Previous stud-
ies have shown that a simple paired-pulse vibrissa stimulation
provides a repeatable characterization of the excitatory/inhibi-
tory balance in the pathway (Simons and Woolsey, 1979; Simons
and Carvell, 1989; Fanselow and Nicolelis, 1999; Webber and
Stanley, 2004; Boloori and Stanley, 2006; Boloori et al., 2010). In
this paradigm, the first deflection (Condition) is followed by a
second deflection (Test) at a specific IDI with the responses com-
prised of all significantly active channels. This is illustrated in
Figure 2A. Figure 2B shows a typical response in the highly active
channels for two interdeflection intervals (50 ms and 80 ms). As

in Figure 1B, each PSTH spans 200 ms, and the two tick marks
indicate the timing of the two vibrissa deflections. Note that in
general, there was an attenuated response to the second pulse
relative to the response to the first pulse, even though the two
deflections were identical in structure. Figure 2C shows a color
map example of changes in the Test response magnitude as the
IDIs were changed, where the superimposed grid denotes the set
of channels shown in Figure 2B.

The color map clearly shows the intensity of the test response
became suppressed as the IDI was decreased. As a means to quan-
tify this qualitative observation, the CTR was calculated as the
ratio of the response magnitude for the Test stimulus to that of
the Condition stimulus, as a function of the IDI (Webber and
Stanley, 2004; Boloori and Stanley, 2006). Figure 2D shows the
CTR curve compiled from the average significant channels over
all experiments (n � 10 animals). In each case, the test responses
were normalized (see Materials and Methods) to the 200 ms IDI
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Figure 2. Cortical response to a vibrissa deflection is attenuated by a preceding deflection, as a function of the interdeflection
interval. A, In the paired-pulse stimulation paradigm, a single vibrissa was moved in the rostral-caudal plane with the computer-
controlled piezoelectric bending actuator. The stimulus, as shown, consisted of a pair of punctate vibrissa deflections (see Materials
and Methods) separated by a specific interdeflection interval (IDl). B, Shown are the PSTHs for the stimulus driven channels (and
surrounding) for the 50 and 80 ms IDIs. The tick marks denote the times of the deflections. C, Shown is the corresponding color map
of the cortical response to the first pulse (left) and the second pulse at varying IDIs (right, IDI indicated on each image in the lower
left), where the white grid shows the locations of the channels shown in B. D, CTR curve for average of all of the active channels
(n �10 animals; error bars are�1 SEM). The data were fit with a hyperbolic tangent function (r 2 �0.94), shown with the dashed
curve.
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response, which is identical to the response to an isolated deflec-
tion. A hyperbolic tangent function was then fitted to these
average data, as shown with the dashed curve. This curve captures
the observation that for short IDIs, the Test response was typi-
cally strongly attenuated, but less so for increasing IDIs, revealing
the inhibitory timescale on the order of �100 ms (t50 denotes the
interdeflection interval for which the response reaches 50% of its
maximum value; see Materials and Methods).

Injury response
Following baseline measurements as shown in Figures 1 and 2,
injury was induced in each animal through focal compression of
cortex rostral to the anterior bregma (see Materials and Meth-
ods). The compression site relative to the recording site is shown
in Figure 3A. Following compression, the single whisker deflec-
tion response magnitude was observed to undergo changes rela-
tive to its precompression values.

Figure 3B shows the corresponding color map of the progres-
sion for a typical example, revealing a gradual recovery in the

response that often exceeded precompression levels later in
the recovery period following injury initiation. Figure 3C
shows the PSTHs for the 12 channels outlined in by the grid in
Figure 3B. The left portion shows the PSTHs for the strongly
driven channels (and surround) before the focal compression
(Pre-Compression). The middle portion shows the same, 5
min following the compression, exhibiting a nearly completely
suppressed response across all channels. The right portion
shows the activity 125 min following the compression, exhib-
iting even larger responses than the Pre-Compression mea-
surements reveal.

We observed that in many cases, channels that did not exhibit
significant activity before the compression did so following com-
pression. We thus defined two categories of channels (see Mate-
rials and Methods). Precompression significant channels were
defined as those that exhibited a significant responsiveness to
sensory input before compression (specifically at least 25% of the
response magnitude of the principal channel). Postcompression
significant channels were those channels that were not precom-
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Figure 3. Focal compression induces complex evolution of cortical excitability. A, Cortical activity in S1 was recorded before and after tissue above motor cortex was focally compressed (see
Materials and Methods). Shown are the relative locations of recording site and compression site. B, The corresponding color map evolution of the cortical response, over the time following sustained
focal compression injury. The leftmost image shows the response before induction of injury, where the white grid shows the location of the channels shown in C. The remaining images show the
progression of this response in 15 min time intervals. Suppression is normally very evident at 5 min postcompression and in this example, by 50 min postcompression, the response appears to have
returned to baseline levels. However, by 125 min postcompression, the response has not only become larger, but has also spread to cover a larger area. C, An example of PSTHs in primary channels
for precompression (left), 5 min following compression (middle), and 125 min following compression (right), for C2 vibrissa deflection. Horizontal axis for each spans 200 ms, and the tick mark
indicates time of vibrissa deflection.

Ding et al. • Cortical Excitation Following Injury J. Neurosci., October 5, 2011 • 31(40):14085–14094 • 14089



pression significant, but became significant (at least 25% of the
response magnitude of the principal channel) following com-
pression. Typically there were 7–11 total channels studied per
animal in the injury cohort with approximately one third of those
channels being postcompression significant. In the control ani-
mals, typically 4 – 6 channels were studied per animal. There was
a difference between how dramatically precompression signifi-
cant and postcompression significant channels were affected by
the focal compression. Figure 4A shows the average magnitudes
of the condition response separated by principal channel, pre-
compression significant channels, and postcompression signifi-
cant channels averaged over the entire cohort (n � 5 animals).

On average, there was a separation in absolute magnitude,
with the principal channel displaying the highest response, fol-
lowed by the precompression significant channels, and then the
postcompression significant channels with the three groups be-
ing significantly different (p � 0.001, one-way ANOVA). Post-
compression significant channels typically showed greater
increases in their relative levels of activity compared with the
principal and precompression significant channels. Figure 4B
shows the normalized magnitude, where the groups of channels
have been normalized to their preinjury values to highlight
changes that result from compression injury. This clearly shows
that the responses of postcompression significant channels were
increased significantly relative to their baseline values (n � 5, p �
0.004, one-way ANOVA). At the 125 min time point, the princi-
pal channel was typically 1.1 � 0.2 times greater than its baseline
value, while the precompression significant channels were typi-
cally 1.35 � 0.4 times greater and the postcompression significant
channels were 3.4 � 0.9 times greater than their baseline values.
The increase in magnitude for postcompression significant chan-
nels was statistically significant relative to the 2 h magnitude in
control animals (p � 0.025, unpaired t test).

Although it is possible insertion of the electrode arrays caused
some degree of injury (as does placement of any electrode), this
would likely be smaller in magnitude and in any case secondary to
the primary injury caused by focal compression that we describe
here. Both control and injury animals underwent the same elec-
trode array placement procedure. The only difference between
the injury and non-injury cohorts was the presence or absence of
focal cortical compression, suggesting the observed differences
between the two groups was due to the focal compression and not
the array itself. Although use of biomarkers may have shed addi-

tional light on this issue, given that there is no universally ac-
cepted biomarker for this type of injury, no such assay was used
here.

Paired-pulse measures following injury
Although the single deflection results provide a sense of general
excitability in the pathway, the paired-pulse probe is necessary to
quantify the more subtle dynamics of excitation and inhibition. Us-
ing paired-pulse whisker stimulation, the Test response showed an
increase in excitation relative to their precompression values. Figure
5A shows the Test response for a 50 ms IDI from a single animal at
different time points following injury. As can be seen in the figure,
the 50 ms Test response is highly suppressed before injury. However,
late in the postinjury period, the 50 ms response became markedly
stronger. This suggests the possibility of decreased suppression in the
network following injury.

Figure 5B displays the shift in the average CTR curve from
before compression compared with its CTR curve postcompres-
sion (n � 5). The IDI to reach 50% of the maximum, t50, thus
became smaller in the left-ward shifted CTR curves, indicating
that the maximum level of excitation was reached at smaller IDIs.
In this particular cohort, the t50 of the CTR curves became �35%
smaller at 125 min following the initiation of injury (n � 5
animals).

Timing effects
Given the anatomical connectivity of the thalamocortical circuit,
timing of the evoked response and the changes in timing follow-
ing injury can reveal the origins of the functional changes in-
duced by injury. Figure 6A shows the average latency from the
time of stimulus onset to the cortical response of the principal
channel responses versus the non-principal channel responses
over all of the experiment animals (n � 10 animals), consistent
with previous findings in single-electrode studies (Simons, 1985;
Simons and Carvell, 1989; Webber and Stanley, 2004; Boloori
and Stanley, 2006).

The latency of the non-principal responses (12.1 � 0.50 ms)
was slightly longer than the principal response (9.2 � 0.2 ms) on
average (p � 0.00001, unpaired t test between the principal and
non-principal channel latencies), but both delays fall well within
the expected latency range in response to whisker stimulation as
previously demonstrated by single electrode experiments (Fox et
al., 2003; Webber and Stanley, 2004; Boloori and Stanley, 2006).
The latencies for the non-principal channels were greater than for
the principal channels, consistent with direct feedforward tha-
lamic drive of the principal channels and more complex thalamo-
cortical interactions for the non-principal channels. Figure 6B
shows the average cortical latencies in response to a punctate
whisker deflection before and after focal cortical compression
(n � 5 animals). The precompression significant and postcom-
pression significant channels had similar latencies throughout
the duration of the recording period, with a mean latency of 13.6
ms for postcompression significant channels versus 12.9 ms for
precompression significant channels. This difference was small,
but statistically significant (p � 0.002, paired t test).

Timing precision of cortical neurons is strongly shaped by
the interplay between excitatory and inhibitory elements of the
thalamocortical network (Higley and Contreras, 2003, 2006).
Vector strength is a measure of response precision and provides a
method for quantifying the degree to which the neural response is
stimulus-locked. Figure 6C shows the average vector strength in
the principal and non-principal channels (n � 10 animals). The
principal response displayed a high vector strength (0.80 � 0.02),
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indicating a high level of stimulus-locking from the response. The
non-principal, but significant channels, also showed an average
vector strength (0.64 � 0.03) that is within the limits observed in
single electrode studies (Boloori and Stanley, 2006; Higley and
Contreras, 2006), although the vector strength in the non-
principal channels was lower and showed more variability than in
the principal channel (p � 0.02, unpaired t test). Figure 6D shows
the average vector strength values for the cortical response to a
punctate whisker deflection for each of the three channel types

before and after focal cortical compression (n � 5 animals). The
vector strength of the three channel groups have been normalized
to their precompression values to highlight their relative changes
as a result of exposure to cortical compression. The principal
channel displayed very little alteration in its vector strength rela-
tive to baseline values after the introduction of injury, while the
precompression significant channels exhibited a small drop in
vector strength. In contrast, the postcompression significant
channels developed a higher vector strength, or more stimulus-
locking, relative to their precompression values. The postcom-
pression channels are significantly different from the other
channels (p � 1 � 10�7, one-way ANOVA).

Microelectrode array positioning
The control study with the phantom brain tissue showed displace-
ment of �60 �m as a result of distal compression (see Materials and
Methods). Furthermore, there is also strong evidence from our elec-
trophysiological data that the array did not move significantly in
response to the focal compression above motor cortex. The latency
of the response to whisker deflection was evaluated for all of the
recordings as indicated above. Latencies at the conclusion of the
experiment were essentially unchanged from the precompression
response latency. Significant movements of the array would be ex-
pected to generate changes in latency, as neurons in the different
cortical layers exhibit different response latencies due to the number
of synapses between the periphery and the cells in the layer. Our data
showed preservation of response latency, thereby suggesting stable
positioning of the electrode array with respect to the cortical lamina.

Discussion
We characterized electrophysiological changes following sustained
cortical compression using large-scale, multielectrode measure-
ments in primary somatosensory cortex in a sensory-evoked, in vivo
animal model. Immediately following distal injury, there was a pe-
riod of suppression of the evoked cortical response, consistent with
previous observations of a mechanically induced cortical spreading
depression wave. Cortical excitability gradually returned to baseline
and became significantly higher than precompression values �2 h
after injury, accompanied by an increase in the spatial extent of cor-
tical activation. Paired-pulse whisker stimulation applied at
various time points following injury revealed a dramatic shift
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in the excitatory/inhibitory dynamics, suggesting a longer term hy-
perexcitability of the cortical circuit following the initial suppression
that could be linked to the disruption of one or more inhibitory
mechanisms of the thalamocortical circuit.

Relationship to cortical spreading depression
The most immediate effect of the injury was an initial suppres-
sion of the sensory-evoked cortical response. Five minutes
postinjury, focal cortical compression initially suppresses activ-
ity, potentially over large areas of the brain since the injury site
was distal to the recording site. Indeed other models of traumatic
brain injury have demonstrated that electrophysiological disrup-
tion, especially in the form of spreading depression, can permeate
throughout substantial portions of the brain and contribute to
neuronal damage (Koistinaho and Chan, 2000; Manor et al.,
2008; Hartings et al., 2009). The majority of such work has been
done in vitro, with a nonsustained perturbation (e.g., a pin-prick
in neural tissue or fluid percussion) (Somjen, 2001; Hartings et
al., 2009). Considering neuronal sensitivity to mechanical injury
and deformation (Maxwell et al., 1993, 1997), it is highly likely
that even a distant focal compression can cause local disruption
of ionic homeostasis and spread throughout the rest of the brain
(Jefferys, 2003; Larrosa et al., 2006; Longoni and Ferrarese, 2006;
Eikermann-Haerter and Moskowitz, 2008).

The evolution of excitability following injury
The longer-term effect of the focal cortical compression was an in-
crease in excitability over �2 h, with a dramatic increase in the
evoked response magnitude as a “rebound” following the initial
postinjury suppression. The initial suppressive effect likely causes a
significant imbalance in the ionic homeostasis of the affected regions
which possibly causes these areas to become particularly sensitive to
new inputs (Strong et al., 2002). For example, Na� and K� have
been shown to become unbalanced following a depression wave
(Somjen, 2001; Church and Andrew, 2005; Takano et al., 2007;
Manor et al., 2008). These imbalances could lead to a much lower
threshold for depolarization when the next synaptic input arrives,
leading to increased sensitivity to the same stimulus. It has been
suggested that the suppression of activity and resulting ionic imbal-
ances caused by spreading depression “primes” the brain for hyper-
excitability (Welch, 2005; Smith et al., 2006; Berger et al., 2008).

Several studies have attempted to identify the mechanism be-
hind hyperexcitability in the setting of trauma at the synapse level
(Topolnik et al., 2003; Bonislawski et al., 2007; Cohen et al., 2007;
Avramescu and Timofeev, 2008; Clarkson et al., 2010), frequently
with a focus on the hippocampus. Although the studies vary in
detail, they generally demonstrate alterations in the GABA recep-
tors, EPSCs, and IPSCs, all of which suggest alterations in the
balance between excitation and inhibition. Similarly, there are
documented metabolic changes showing alterations in baseline
activity as a result of injury (Silver and Erecińska, 1994; Dijkhui-
zen et al., 2001, 2003; Kim et al., 2005; Takatsuru et al., 2009).

The pathophysiology behind hyperexcitability is clearly quite
complex at every level and there has been speculation regarding
the roles of synaptic plasticity. The majority of previous studies
have focused on days to weeks after the onset of injury, in contrast
to the hyperacute period analyzed here, so some caution has to be
applied when integrating the results of this study with past re-
sults. Although long-term plasticity and synaptic changes almost
certainly are key elements in hyperexcitability later in recovery,
the changes observed in our study occur in the hyperacute period
and are most likely secondary to dramatic changes in the neuronal
environment rather than permanent functional changes at the syn-

aptic level (Topolnik et al., 2003; Avramescu and Timofeev, 2008).
Furthermore, although fMRI could potentially be used to investigate
a similar hyperacute period of recovery, the majority of past studies
have examined a substantially later period in recovery. One must
also consider fMRI and electrophysiology are not always directly
correlated (Kim et al., 2004, 2005).

Injury and the thalamocortical circuit
Previous studies have identified several likely sources for the postex-
citatory suppression observed here through paired-pulse stimula-
tion, pointing to thalamocortical origin, since both the primary
trigeminal afferents and their downstream brainstem targets do not
generally exhibit poststimulus response suppression (Simons, 1985;
Sosnik et al., 2001). The intrathalamic feedback loop between the
ventro-posteromedial (VPm) nucleus of the thalamus and the nu-
cleus reticularlis thalami (nRT) (Desîlets-Roy et al., 2002) mediates
delayed self-inhibition of the thalamic VPm neurons (Spacek and
Lieberman, 1974; Harris and Hendrickson, 1987; Pinault et al.,
1995). Any response suppression generated by intrathalamic mech-
anisms is augmented within SI by thalamocortical synaptic depres-
sion (Chung et al., 2002). Thalamocortical synapses in layer III
depress in response to a stimulus pair (Gil et al., 1997), and similar
mechanisms are likely relevant to layer IV thalamocortical synapses.
Finally, although not purely a cortical etiology, intracortical mecha-
nisms also play an important part in giving rise to the postexcitatory
suppression (Porter and Nieves, 2004; David-Jürgens and Dinse,
2010). Thus the leftward shift in the CTR curve 2 h following injury
in Figure 5B likely represents a disruption in one or more of these
mechanisms responsible for the postexcitatory suppression.

The increase in this “whisker activated area” following injury
could be due to either an increase in thalamocortical inputs to the
cortex or increased intracortical interactions (Higley and Contreras,
2003), through the diminution of inhibitory/suppressive influence
of one or more of the mechanisms described above. However, the
results here suggest a mechanism cortical in nature. In the non-
injury case, the principal channels exhibited a whisker response that
was both shorter in latency and more precisely stimulus-locked, con-
sistent with direct thalamic drive of cortical layer 4, whereas the
non-principal channels exhibited a longer latency and degraded
stimulus-locking. The fact that there was no difference in response
latency between precompression and postcompression significant
channels suggests a cortical origin for the increased activation area
following injury. If the larger fields were simply the result of in-
creased thalamic input to the cortex, the latencies for the postcom-
pression significant channels would be shorter than those of the
precompression significant channels and more consistent with the
thalamically driven principal channels (Simons and Woolsey, 1979;
Ebner and Armstrong-James, 1990; Armstrong-James et al., 1992).

One possible explanation for the above phenomenon is similar to
the “silent synapse” theory, which proposes that there are many
synapses within the brain that are present, but are inactive or silent
unless receiving large amounts of input (Voronin and Cherubini,
2003, 2004). It is possible that a disturbance in ionic homeostasis can
potentially alter the amount of intracortical excitation reaching these
formerly inactive neurons, thereby leading them to become active
and increasing the area activated by the whisker. Previous studies
have indicated that a single whisker deflection can cause changes in
membrane potentials spanning several cortical columns, so
the apparent increase in excitation could be a sign of the for-
merly subthreshold activity becoming sufficiently increased to
surpass threshold (Moore and Nelson, 1998; Higley and Contreras,
2003). Given that cortical compression has been shown to produce
negligible thalamic effects (Moreira et al., 2007), it is quite possible
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that the primary channel might be less affected by the injury because
it receives synaptic input directly from the thalamus, but this needs
to be evaluated directly with thalamic recordings in the context of the
injury model used here.

Clinical implications
The observed alterations in E/I balance within the thalamocortical
circuit suggest potential future avenues for clinical intervention. A
recent study found that there is heightened GABA-mediated inhibi-
tion in the peri-infarct zone after stroke in mice (Clarkson et al.,
2010), which, when prevented at specific time points, improved in-
farct size and functional recovery. Although this study may appear to
show contradictory results with our findings, it is important to note
the time course is substantially different (3, 7, and 14 d after injury)
and the electrophysiological portion of the study was performed in
vitro. Network contributions could be critical to in vivo electrophys-
iological activity, which would potentially not be detected in
an in vitro study. Furthermore, while the Clarkson et al. study
shows increased inhibition, this is at a time point significantly
after the hyperacute period we describe, and it is possible that
early hyperexcitability evolves into increased inhibition or in-
sufficient excitation. That being stated, this area remains far
from clear and there are multiple studies also suggesting po-
tential hyperexcitation at later time points following injury
(Fujioka et al., 2004; Misonou et al., 2005; Yang et al., 2007,
2010). Together, these results make it clear that manipulating
the pattern of excitation and inhibition could be critical for
intervention.
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