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Sound duration is important in acoustic communication, including
speech recognition in humans. Although duration-selective auditory
neurons have been found, the underlying mechanisms are unclear.
To investigate these mechanisms we combined in vivo whole-cell
patch recordings from midbrain neurons, extraction of excitatory
and inhibitory conductances, and focal pharmacological manipula-
tions. We show that selectivity for short-duration stimuli results
from integration of short-latency, sustained inhibition with delayed,
phasic excitation; active membrane properties appeared to amplify
responses to effective stimuli. Blocking GABAA receptors attenuated
stimulus-related inhibition, revealed suprathreshold excitation at
all stimulus durations, and decreased short-pass selectivity without
changing resting potentials. Blocking AMPA and NMDA receptors to
attenuate excitation confirmed that inhibition tracks stimulus dura-
tion and revealed no evidence of postinhibitory rebound depolar-
ization inherent to coincidence models of duration selectivity. These
results strongly support an anticoincidence mechanism of short-pass
selectivity, wherein inhibition and suprathreshold excitation show
greatest temporal overlap for long duration stimuli.
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Aprincipal goal in neuroscience is to understand the compu-
tational mechanisms that underlie selectivity for particular

types of information. Sensory neurons have been identified that
show selectivity for biologically relevant stimulus features; how-
ever, the underlying mechanisms are, in most cases, poorly un-
derstood. A notable exception involves mechanisms of selectivity
for sound duration, particularly in bat and anuran auditory sys-
tems (1–3). Duration-selective neurons were first found in the
midbrain torus semicircularis of anurans (4, 5), homolog of the
mammalian inferior colliculus (IC) and referred to here as
the ICan. In anurans and many mammalian species, midbrain
neurons have been identified that show short-pass, band-pass, or
long-pass duration selectivity (3, 6–11). These neurons code for
temporal properties of acoustic signals that are important in
communication and echolocation. Processing sound duration is
also critical for human speech communication, and deficiencies
in the neural processing of this and other temporal information
feature prominently in disorders of speech recognition (12, 13).
Hence, understanding the mechanisms of duration selectivity is
of considerable importance.
Several models of duration selectivity have been proposed.

The first model, derived from extracellular recordings in the
anuran IC (4), incorporates delayed, onset excitation and short-
latency offset excitation that coincide for the optimal stimulus
duration (Fig. 1A). Subsequent extracellular recordings from IC
neurons in bats showed that blocking receptors of inhibitory neu-
rotransmitters eliminated, or greatly attenuated, duration selectiv-
ity (14–16). Further, the temporal pattern of discharges shifted
from offset to onset type following attenuation of inhibition. These
results, along with the findings that first-spike latency did not in-
crease directly with tone burst duration (17) and temporal masking

experiments (18), suggested that sustained inhibition might be
critical for generating duration tuning. Whole-cell patch record-
ings in bats (19, 20) provided direct evidence that interplay be-
tween excitation and inhibition contributed to duration selectivity.
This work inspired a second type of coincidence model of duration
selectivity (Fig. 1B) in which delayed, subthreshold excitation
maximally summates with rebound from short-latency inhibition
(and/or offset excitation) over a narrow range of durations. Al-
ternatively, Fuzessery and Hall (21) proposed an anticoincidence
model (Fig. 1C) in which inhibition tracks stimulus duration and
overlaps temporally with delayed excitation only when tone burst
duration exceeds a particular value; the phasic, delayed excitation
is suprathreshold, and therefore, rebound from inhibition is not
required. Subsequent whole-cell patch recordings from duration-
selective neurons in the anuran IC provided some limited support
for this latter model, at least for short-pass selectivity; short-
latency inhibition appeared to track stimulus duration with little or
no rebound depolarization at the offset of long-duration tone
bursts (3, 22). The results of this earlier work, however, did not
reveal critical properties of the excitatory input to short-pass
neurons. First, the study did not address whether the amplitude of
excitation changed with tone burst duration; if excitatory post-
synaptic potential (EPSP) amplitude decreases with stimulus dura-
tion, short-pass selectivity could be a property of the inputs to IC
neurons. Second, the former investigation did not determine
whether the excitation was suprathreshold and phasic; both types
of models require phasic excitation, which should be subthreshold
in the case of the coincidence hypothesis. Further, this study did
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not test whether short-duration tone bursts elicit postinhibitory
rebound depolarization.
To determine the mechanisms that underlie duration selec-

tivity, we used mathematical models to estimate the time courses
and magnitudes of excitatory and inhibitory conductances for
ICan neurons across a range of tone burst durations. We also
blocked GABAA or AMPA and NMDA receptors while making
whole-cell recordings, in vivo, to evaluate the roles of stimulus-
elicited inhibition and excitation in shaping duration selectivity.
Using this constellation of methodologies, we show that selectivity
for short-duration sounds arises from interplay between delayed
phasic excitation, sustained inhibition that tracks stimulus dura-
tion, and active membrane properties. These results support an
anticoincidence model of selectivity for short-duration sounds.

Results
Properties of Inhibition and Excitation to Short-Pass Neurons.
Inhibition tracks stimulus duration and counteracts delayed, phasic excitation.
To investigate the integrative processes that underlie short-pass
duration selectivity, we analyzed current clamp recordings (in vivo,
whole-cell) from 26 short-pass neurons. We calculated changes in
excitatory (Δge) and inhibitory (Δgi) conductances using mathe-
matical models (Experimental Procedures) for at least two stimulus
durations in 16 of these cases; for three other neurons, we recon-
structed conductance changes from responses to a single stimulus
duration. These analyses provided estimates of the temporal dy-
namics of inhibition and excitation and enabled us to determine
whether short-pass selectivity was already present in the inputs to
ICan cells.
We first present recordings and profiles of Δgi and Δge for

three neurons that represent the range of short-pass duration
selectivity that was observed (Fig. 2). The neuron shown in Fig. 3A
represented those (∼50%) that showed strong short-pass selec-
tivity but responded weakly (≤1 spike/stimulus presentation).
Tone bursts, ranging in duration from 10 to 160 ms, elicited pri-
marily depolarizations, with spikes occurring only for the 10-ms
stimuli (shortest duration tested). Depolarizations for 80 and
160 ms stimuli were more phasic than for shorter-duration tone
bursts, particularly for recordings without negative current in-
jected. Thus, although no early hyperpolarizations were observed,
these findings suggested a role of inhibition in shaping response
profiles. Conductance estimates confirmed that inhibition was
present and revealed that the time courses of Δgi and Δge were
highly similar for 10-ms tone bursts (Fig. 3A, lower traces). This
temporal congruence of conductance changes is consistent with

the relatively small stimulus-elicited depolarizations and spike re-
sponse of this cell. The duration of Δgi increased approximately
linearly with that of the stimulus, whereas Δge duration was rela-
tively independent of tone burst duration. Across all cells (Fig. 3B),
the Δgi profiles in response to 40-, 80-, and 160-ms duration tone
bursts were significantly longer than those for 20-ms tone bursts
[Wilcoxon signed rank tests, z = −2.36, P = 0.018, n = 7 (20 vs.
40 ms); z = −2.8, P = 0.005, n = 10 (20 vs. 80 ms); z = −2.98, P =
0.003, n = 12 (20 vs. 160 ms)], whereas durations of Δge did not
differ across these comparisons [Wilcoxon signed rank tests,
z = −1.86, P = 0.06, n = 7 (20 vs. 40 ms); z = −0.15, P = 0.88, n =
10 (20 vs. 80 ms); z = −0.53, P = 0.59, n = 12 (20 vs. 160 ms)].
Results of conductance analyses across cells also indicated that

excitatory inputs to these ICan neurons did not already show short-
pass duration selectivity; peak amplitudes of excitatory conduc-
tances were highly similar for short and long tone burst durations
[medians = 0.74 nS (20 ms) and 0.69 nS (160 ms); Wilcoxon signed
rank test, z = 1.26, P = 0.21, n = 12]. Across short-pass cells, Δge
peaks for responses to 20-ms tone bursts were ∼29.9 ms delayed
(median value, range = 2.2–56.7 ms) relative to those for Δgi.
Further, offsets of tone bursts did not trigger secondary peaks of
excitation, as predicted from the coincidence model of Fig. 1A.
These findings are consistent, therefore, with models of duration
selectivity that incorporate short-latency, sustained inhibition and
delayed, relatively phasic excitation (Fig. 1 B and C).
Active membrane properties amplify responses to short-duration sounds.
The cell presented in Fig. 4A also showed strong short-pass se-
lectivity (Fig. 2, open circles) but represents those (∼19%) that
responded strongly (≥2 spikes per repetition). For this neuron,
short-duration tone bursts elicited a short-latency hyperpolariza-
tion followed by a longer-latency depolarization that reliably
triggered spikes. As with the previous cell, the time courses of Δgi
tracked tone burst duration and almost entirely spanned those
of Δge for 80- and 160-ms stimuli. Although peak Δge values were
similar for all tone burst durations, the 80- and 160-ms stimuli
elicited sustained hyperpolarizations, i.e., excitation, did not result
in depolarization of the cell above its resting level. For 20-ms tone
bursts, the time course of Δge exceeded that of Δgi and resulted in
delayed depolarization. Unlike in the previous case, however,
depolarizations were largest for recordings that were made with
little or no negative current injected, i.e., small levels of negative
current clamp, suggesting that voltage-dependent processes also
contributed to these EPSPs; the cells shown in Figs. 3A and 4A
represent the two ends of the spectrum in this property.

Fig. 1. Coincidence (A and B) and anticoincidence (C) models for duration
selectivity (short-pass instantiation). (B) Adapted with permission from The
American Physiological Society (refs. 14, 17); data from refs. 19, 20; and (C) data
from ref. 21. Excitation (orange) is triggered by either stimulus onset (ONE) or
stimulus offset (OFFE). Inhibition (blue) is triggered by stimulus onset (ONI),
with a shorter latency than that of ONE. In B, the blue trace represents onset
inhibition (ONI) followed by postinhibitory rebound depolarization (OFFE).

Fig. 2. Many midbrain neurons show selectivity for short-duration sounds.
Normalized response (spikes/stimulus repetition) vs. tone burst duration for seven
neurons that represented the observed range of short-pass duration selectivity.
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Across short-pass neurons, ∼52% of the variation in the
strength of response (spikes/stimulus presentation) to short-
duration tone bursts could be accounted for by the influence of
active membrane properties on depolarizations (measured as the
change in duration of depolarizations between recordings made
across current clamp levels) (F1,13 = 14.076, P = 0.002); de-
polarization duration (measured at 1/2 maximal amplitude) was
relatively constant across current clamp levels for neurons that
showed no evidence of active membrane properties (e.g., Fig. 3A).
Amplification of responses resulting from active membrane

properties were evidenced as apparent negative (below baseline)
changes in inhibitory conductance. These negativeΔgi phases were
substantially reduced after recordings at 0-nA current clamp were
excluded from the analyses (e.g., Fig. 4A, gray lines). Note that
removing the recordings made without injected current from the
analyses did not appear to alter the general time course of the

positive phase of Δgi (gray vs. blue lines) but contributed more
noise to the trace.
Incomplete temporal overlap of excitation and inhibition for long-duration
sounds is associated with broader duration tuning. The neuron shown
in Fig. 4B (also depicted by open squares in Fig. 2) is repre-
sentative of cells that showed broad-duration tuning (∼19%);
unlike the former neurons, 160-ms tone bursts elicited spikes in
this case. Analyses of recordings from this cell further illustrate
how the time courses of Δgi and Δge contribute to short-pass
selectivity. As with most short-pass cells, a short-duration tone
burst elicited an increase in excitatory conductance that reached
its peak after that of the inhibitory conductance and had a longer
time course (Fig. 4B); this temporal disjunction was associated
with robust spiking. As was also seen with other short-pass cells,
the time course of Δgi for this neuron increased with tone burst
duration. However, unlike the more selective short-pass cells, Δge
for 80- and 160-ms tone bursts persisted beyond Δgi and was as-
sociated with suprathreshold depolarizations following stimulus

Fig. 3. The time course of inhibition, but not excitation, tracks stimulus du-
ration. (A) Responses and conductance reconstructions for a short-pass dura-
tion-selective neuron that spiked only to 10-ms tone bursts. Representative
membrane voltage responses for single presentations of tone bursts that had
durations of 10, 20, 80, and 160 ms (black). Gray traces show averaged re-
sponses (spikes removed using median filter), used for estimating excitatory
(orange) and inhibitory (blue) conductance changes; the amount of current
injected for each current clamp level is shown at the tail for each averaged
trace. The number of spikes elicited over the number of repetitions is shown at
the right end of each response (0 nA current clamp). Resting potential=−98.0mV;
stimulus amplitude = 67 dB SPL; carrier frequency = 930 Hz (BEF of the neu-
ron). (B) Duration of inhibitory and excitatory conductance changes versus
tone burst duration for the population of short-pass neurons recorded. Con-
ductance duration was measured as the time between points at 50% of
maximum response on the initial–rising and final–falling phases of excitatory
and inhibitory conductance change traces, such as those shown in A. Whiskers
and boxes show the total range of values and interquartile ranges, re-
spectively. Response sample sizes for the various stimulus durations are 20 ms
(n = 14), 40 ms (n = 7), 80 ms (n = 10), and 160 ms (n = 12). Levels of signifi-
cance for comparisons of conductance durations, relative to that for 20 ms, are
denoted above boxes: *P < 0.05, **P < 0.01, and ***P < 0.005.

Fig. 4. Sharpness of duration tuning depends on the overlap of excitatory
and inhibitory conductance changes in response to long-duration sounds.
Whole-cell recordings and profiles of excitatory and inhibitory conductances
for strongly selective (A) and weakly selective (B) short-pass neurons. Rep-
resentative membrane potential responses to a single stimulus presentation
(black) and averaged responses (gray traces) are shown; the number of
spikes elicited over the number of stimulus repetitions is displayed for av-
eraged responses (0 nA current clamp condition). Gray traces show averaged
responses (spikes removed), recorded at the levels of current clamp in-
dicated, used for reconstructing (estimating) the time courses of excitatory
(orange) and inhibitory (blue) conductance changes. (A) The time course of
inhibitory conductance for 20-ms tone bursts also was estimated using only the
recordings at negative current clamp levels (gray trace). Resting potential =
−65 mV; stimulus amplitude = 63 dB SPL; carrier frequency = 240 Hz (BEF of the
neuron). (B) Resting potential = −74.5 mV; stimulus amplitude = 63 dB SPL;
carrier frequency = 730 Hz (BEF of the neuron).
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offset. This long-lasting excitation, coupled with sustained inhibi-
tion, appeared to underlie the increase in first-spike latency with
tone burst duration and broad-duration tuning. As in the case
shown in Fig. 4A, the depolarizations at stimulus offset were most
prominent for recordings in which little or no negative current
was injected.
Model estimates predict that excitation is suprathreshold. To assess
whether excitation alone would be sufficient for triggering spikes,
i.e., was suprathreshold, we used the estimated excitatory con-
ductances from the cell shown in Fig. 3A in a single-compartment
model (Experimental Procedures) to calculate the change in
membrane potential that should occur in the absence of inhibition.
For the Δge profile that was estimated from responses to 160-ms
tone bursts, peak depolarizations of ∼26 mV were calculated,
which were at least 6 mV suprathreshold and substantially
exceeded the 20-mV depolarization recorded for 10-ms tone
bursts. In all cases, stimulus-driven Δge elicited depolarizations
that were sufficiently large to activate voltage-dependent con-
ductances, which promoted further depolarizations and spiking.

Attenuating Inhibition Broadens Duration Tuning by Unmasking
Suprathreshold Excitation. Conductance estimates suggested that
excitation was sufficiently strong to elicit spikes and relatively
independent of tone burst duration; that is, Δge amplitude and
duration were quite similar across tone burst durations. Short-
pass selectivity appeared to result, therefore, because inhibition
overlapped temporally and canceled excitation most effectively
for long-duration stimuli. We predicted, therefore, that attenu-
ating inhibition would unmask suprathreshold excitation for all
stimulus durations. To test this hypothesis, we iontophoresed
GABAA receptor antagonists (bicuculline or gabazine) to atten-
uate inhibition while making whole-cell recordings from seven
short-pass neurons, in vivo; at least partial block was achieved in
five of these cases. These challenging experiments represent the
first instance to our knowledge of using this methodology to elu-
cidate mechanisms of temporal selectivity in any system.
Whole-cell recordings from a short-pass neuron that were made

before, during, and after iontophoresis of bicuculline are shown in
Fig. 5. As with most (18/26) other short-pass cells, tone bursts
elicited short-latency hyperpolarizations that tracked stimulus
duration; depolarizations in response to 20-ms tone bursts occa-
sionally triggered spikes. Following iontophoresis of bicuculline
for ∼2 min, depolarizations in response to 20-ms tone bursts in-
creased in amplitude and reliably elicited spiking. Continued
application of bicuculline further attenuated inhibition and
decreased the short-pass selectivity of this neuron; 40-ms stimuli
elicited maximum spike responses, and prominent suprathreshold
depolarizations in response to 80- and 160-ms tone bursts were
observed. After ∼10 min of bicuculline iontophoresis, early hy-
perpolarizations were ∼6.7 mV, versus 15 mV in baseline (pre-
treatment) recordings. The increased activity was associated with
larger stimulus-elicited depolarizations, not a general decrease in
the resting potential of the cell (note that the difference between
the prestimulus membrane potential and the threshold for spike
initiation was nearly constant throughout the experiment). Nearly
full recovery of short-pass selectivity was observed ∼5 min after
terminating iontophoresis.
Inhibition was attenuated in three additional short-pass cells

following iontophoresis of gabazine, a highly selective GABAA
receptor antagonist; duration selectivity was decreased in all of
these cells. Data from one of these cases are shown in Fig. 6. This
neuron responded weakly to short-duration tone bursts but not
to longer durations and showed no stimulus-induced hyperpolar-
izations; that is, it was similar to the cell shown in Fig. 3. As was
typically seen for short-pass neurons, profiles of Δge were highly
similar in time course and magnitude across stimulus durations,
indicating that short-pass duration selectivity was not already pre-
sent in the excitatory inputs to this cell. Although stimulus-driven

hyperpolarizations were not apparent in the recordings from this
neuron, conductance estimates revealed that all stimulus durations
elicited inhibition (Fig. 6). Short-pass selectivity appeared to result
from an increase in the magnitude and time course of inhibition as
tone burst duration was increased. Following 1–2 min of gabazine
iontophoresis, the response to 20-ms tone bursts was increased, and
40-ms tone bursts elicited spikes. With continued gabazine delivery,
depolarizations were further augmented, and all stimulus durations
elicited spikes; again, first-spike latency was reduced, consistent
with a role of inhibition in determining this response property. In
this case, we were able to record at several levels of current clamp
at this stage of gabazine iontophoresis. Analyses of these data
revealed that Δgi was attenuated for all tone burst durations, and
Δge profiles were comparable to those measured before gabazine
administration. Thus, attenuating inhibition unmasked excitation
for all tone burst durations that were tested. In addition to in-
creasing response strength, attenuating inhibition decreased the
short-pass selectivity of this cell; after ∼2.5 min of gabazine ion-
tophoresis, response levels were similar for both 20- and 40-ms
tone bursts. Nonetheless, some short-pass selectivity persisted (that
is, response levels decreased at longer stimulus durations). This

Fig. 5. Attenuating GABAA inhibition with bicuculline unmasks excitation to
long-duration sounds and decreases short-pass duration selectivity. The GABAA

receptor antagonist bicuculline (BIC) was iontophoresed (+70 nA); recordings
were made at several times after starting iontophoresis and then ∼5 min after
stopping BIC (recovery). Single (black traces) and averaged (gray traces) re-
sponses are shown. The number of spikes elicited over the stimulus repetitions
is shown at the tail of each averaged trace. Resting potential = −68 mV;
stimulus amplitude = 71 dB SPL; carrier frequency = 200 Hz.
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residual short-pass selectivity suggests that inhibition was attenu-
ated but not eliminated. Further, at this stage of GABA receptor
blockade, depolarizations in response to 20- and 40-ms stimuli
were substantially greater in amplitude and duration than those to
longer duration stimuli. These differences appeared to be due to
voltage-dependent conductances, e.g., NMDA receptor-mediated
activity, that augmented the amplitude and time course of depo-
larizations. In support of this conclusion, EPSP duration and am-
plitude were much more similar across stimulus durations in
recordings made when the cell was hyperpolarized to near its in-
hibitory reversal potential (∼−92 mV) (Fig. 6, gray traces, −0.061
nA); these EPSPs mirrored the computed excitatory conductances
across stimulus durations. Substantial recovery of response level,
first-spike latency, and short-pass selectivity was observed ∼10 min
after iontophoresis was terminated. At this stage of the recording,
the resting potential of the neuron was ∼9 mV less negative, rel-
ative to that before and during the gabazine iontophoresis. Because
of this depolarization, stimulus-elicited inhibition resulted in hy-
perpolarizations that increased with tone burst duration. Thus,
gabazine reversibly attenuated inhibition and revealed suprathreshold
excitation at all tone burst durations. These data further support the
results of analyses of excitatory conductances; all tone burst durations
that were tested elicited suprathreshold depolarizations. Short-pass

selectivity did not result, therefore, from decreases in the strength of
excitation as stimulus duration was increased; thus, short-pass selec-
tivity in recorded cells does not appear to be a property inherited
from afferent inputs.
Across cells, GABAA receptor antagonists increased the am-

plitude of stimulus-elicited depolarizations, particularly those for
long-duration tone bursts (Fig. 7). Thus, attenuating inhibition
unmasked the excitation that was present, thereby decreasing
short-pass selectivity. Results of blocking GABAA receptors also
fail to support coincidence-type models in which delayed exci-
tation sums with postinhibitory rebound and/or offset excitation.
These models predict that the amplitude of stimulus-elicited de-
polarizations should be reduced or similar in amplitude following
block of inhibition; however, we found that the amplitude of these
depolarizations increased.

Postinhibitory Rebound Is Not Observed Following Isolation of Inhibition.
Results of the above experiments indicate that excitation in re-
sponse to short- or long-duration tone bursts is suprathreshold,
sometimes as a result of interplay with active membrane properties.
Postinhibitory rebound depolarization is, therefore, not required for
eliciting spikes in response to short-duration stimuli. The finding
that many neurons were strongly short-pass selective despite
showing little or no hyperpolarizations (e.g., Figs. 3 and 7) also
supports this conclusion. Nevertheless we investigated whether
postinhibitory rebound depolarization might contribute to re-
sponses. Rebound depolarization, a key feature of the coincidence
model shown in Fig. 1B, was not observed following the offset of
negative current injection or stimulus-elicited inhibition (Fig. 8A).
In the latter experiments, we took advantage of the property that
the frequency tuning of inhibition is generally broader than that of
the excitation (23). We thus adjusted the frequency and amplitude
of tone bursts to values that elicited primarily hyperpolarizations
that were similar in amplitude to the inhibitory postsynaptic po-
tentials (IPSPs) in response to best excitatory frequency (BEF)
tone bursts of the same duration. The case displayed in Fig. 8A
showed particularly prominent hyperpolarizations in response to
20- and 160-ms tone bursts at the BEF of the cell (black traces).
However, little or no postinhibitory rebound depolarization was
observed following tone bursts that elicited inhibition alone (Fig.
8A, blue traces). Across the six short-pass neurons that were

Fig. 6. Gabazine attenuates GABAA inhibition and decreases short-pass du-
ration selectivity without decreasing excitation. Whole-cell recordings and
reconstructions of inhibitory and excitatory conductances before and after
focal iontophoresis (+70 nA) of gabazine (3 mM), a selective antagonist of
GABAA receptors, to attenuate inhibition. Recordings were made at several
times after starting iontophoresis and then ∼10 min after stopping ionto-
phoresis (recovery). Single (black traces) and averaged (gray traces) responses
recorded at 0.0 nA are shown; responses recorded at −0.061 nA of current
clamp are also shown for the 2–2.5 min gabazine condition. The number of
spikes elicited over the stimulus repetitions is shown at the tail of each aver-
aged trace. Resting potential = −66 mV; stimulus amplitude = 44 dB SPL;
carrier frequency = 650 Hz.

Fig. 7. Blocking inhibition increased stimulus-elicited depolarizations. Me-
dian amplitudes of depolarization responses of cells to tone bursts before
(dashed line) and during (solid line) iontophoresis of GABAA receptor an-
tagonists. Augmentation of depolarizations was greatest for responses to
long-duration tone bursts.
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tested in this manner, the mean postinhibitory rebound was 0.48 ±
0.36 mV (SE), and the mean stimulus-elicited hyperpolarization
was 9.1 ± 1.36 mV. In contrast, the mean depolarization in re-
sponse to short-duration tone bursts at the BEF of each cell was
13.6 ± 1.6 mV. These results suggest that postinhibitory rebound
does not augment responses to short-duration tone bursts.
To further test for postinhibitory rebound, as postulated in the

model shown in Fig. 1B, we pharmacologically isolated inhibi-
tion to short-pass neurons by iontophoresing 1,2,3,4-tetrahydro-
6-nitro-2,3-dioxo-benzo [f]quinoxaline-7-sulfonamide disodium
salt hydrate (NBQX) and 3-(2-carboxypiperazin-4-yl)-propyl-1-
phosphonic acid (CPP) to block AMPA- and NMDA-type glu-
tamate receptors, respectively. In the case shown in Fig. 8B, we

also made whole-cell recordings at several levels of current clamp
before and after attenuating excitation. This experiment also
permitted the temporal structure of inhibition to be further
characterized. Before iontophoresis of these antagonists, as was
typical for short-pass neurons, this cell showed short-latency,
positive Δgi profiles that tracked tone burst duration and delayed
Δge functions that had similar time courses across stimulus dura-
tions. Iontophoresis of NBQX and CPP strongly attenuated ex-
citation to this cell; virtually no stimulus-driven depolarizations
and increases in excitatory conductance were observed. Voltage
recordings and Δgi functions confirmed that inhibition had phasic
onset and tonic components, and tracked tone burst duration.
Further, postinhibitory rebound depolarizations, a key feature of
the coincidence model shown in Fig. 1B, were not observed.
Before blocking glutamate receptors, voltage-dependent com-

ponents of excitation could be seen as slightly augmented depo-
larizations for recordings with little or no negative current injected
relative to those made at larger levels of negative current clamp,
i.e., more hyperpolarized levels. These data indicate, therefore,
that augmented depolarizations are primarily due to the action of
excitation, not postinhibitory rebound. Removing excitation also
enabled us to further identify the origin of apparent decreases in
inhibitory conductances below baseline levels. Such decreases
were not observed following block of excitation, consistent with
the aforementioned postulate that they stem from voltage-
dependent aspects of excitation, e.g., NMDA receptor-mediated
excitation. The durations of the positive phase of Δgi profiles at
half-maximal amplitude were highly similar, however, for record-
ings before and after excitation was blocked, further showing that
apparent decreases of inhibitory conductance below baseline did
not appreciably influence these measurements of inhibitory time
course. Thus, these pharmacological results strongly corroborated
the findings from current clamp recordings (presented earlier).

Discussion
Our results strongly suggest that short-latency, sustained inhibition
and delayed, phasic excitation are integrated to generate short-
pass duration selectivity in the ICan. In addition, for ∼68% of the
cells, active membrane properties appeared to augment EPSP
amplitude and enhance short-pass selectivity. Conductance esti-
mates indicated that excitatory input to short-pass neurons was
generally similar in amplitude and time course across tone burst
durations, whereas inhibition tracked stimulus duration. Consis-
tent with these findings, attenuating inhibition unmasked strong
excitation in response to long-duration tone bursts and decreased
short-pass selectivity. Blocking excitation to view inhibition in
isolation confirmed that the inhibitory conductance shows a phasic
increase at stimulus onset and a sustained component that tracks
tone burst duration, particularly for responses to the 160-ms
stimulus. Together, these results indicate, therefore, that short-
pass selectivity emerges from integration of excitation and inhi-
bition in the IC and is not generally present in the excitatory inputs
to these cells. This is the first case to our knowledge of using this
constellation of methodologies to elucidate the mechanisms that
underlie selectivity for a temporal feature of sound.
Three general models of duration selectivity have been pro-

posed. Following the initial discovery of duration-selective neu-
rons in the anuran auditory midbrain, Narins and Capranica (4)
proposed that duration selectivity could result from integration
of delayed ON excitation and short-latency OFF excitation; for a
particular stimulus duration, excitatory events triggered at stimu-
lus onset and offset coincide in an AND-type operation to elicit
spikes. OFF excitation could result from postinhibitory rebound in
neurons that are presynaptic to temporal feature detecting cells, as
has been observed in the auditory system of crickets (24). Our
results support the delayed ON excitation component of this
model, but OFF excitation does not appear to play an important
role in short-pass duration selectivity.

Fig. 8. Postinhibitory rebound was not observed. (A) Whole-cell recordings of
responses to tone bursts of 190 Hz (black), the BEF of the neuron or 330 Hz
(blue), which primarily elicited inhibition. (Inset) Response to release
from −0.04-nA current injection. Resting potential = −82.2 mV; stimulus
amplitude = 57 dB SPL. (B) Responses of a short-pass neuron before and after
∼8 min iontophoresis of NBQX (5 mM, +70 nA) and CPP (10 mM, +50 nA) to
block AMPA- and NMDA-type glutamate receptors, respectively. Voltage re-
cordings of responses to tone bursts (carrier frequency = 470 Hz) of various
durations were made at the current clamp levels shown; estimates of changes
in excitatory (orange) and inhibitory (blue) conductances are based on, and
shown below, each set of these recordings. The number of spikes elicited over
the number of repetitions is shown at the right end of each response (0-nA
current clamp). Resting potential = −70.5 mV and −74 mV before and after
blocking excitation, respectively; stimulus amplitude = 62 dB SPL.
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Alternatively, whole-cell recordings from IC neurons in bats,
and associated modeling studies, suggested that short-pass or
band-pass selectivity might arise from coincidence of delayed,
subthreshold excitation and rebound from tonic inhibition (2, 19)
or offset excitation (25); if stimulus duration exceeds a particular
value, inhibition overlaps and cancels excitation. Subsequent
extracellular recordings in bats, however, showed that short-pass
IC neurons responded strongly and duration selectivity was dis-
rupted after bicuculline iontophoresis to block GABAA recep-
tors (21). These authors proposed an anticoincidence model of
short-pass duration selectivity in which phasic, suprathreshold
excitation is integrated with shorter-latency, tonic inhibition;
spikes occur as a result of anticoincidence of excitation and in-
hibition. However, because these were extracellular recordings,
the possibility that bicuculline simply caused a decrease in the
resting potential of neurons could not be ruled out. Our findings
that excitation is phasic and delayed relative to inhibition, which
shows a time course that tracks tone burst duration, are broadly
consistent with both of these inhibition-based models. Results,
however, more strongly support the anticoincidence model, at
least for short-pass selectivity, because (i) excitatory conductance
changes were sufficiently strong and broad in time course to
generate suprathreshold depolarizations; (ii) after iontophores-
ing bicuculline or gabazine to attenuate inhibition, stimulus-eli-
cited depolarizations were increased—without changes in resting
potential—and neurons spiked to all tone burst durations,
further showing that excitatory input to short-pass cells was
suprathreshold; and (iii) after blocking excitation, little or no
postinhibitory rebound depolarization was observed. The latter
finding was somewhat surprising given some cases showed sub-
stantial depolarization at stimulus offset (e.g., Fig. 4). The res-
olution of this apparent paradox is that these depolarizations
occurred when excitation extended beyond inhibition and was
amplified by active membrane properties.
Active membrane properties primarily amplified depolariza-

tions in response to short-duration stimuli and thereby contrib-
uted to short-pass selectivity. The effects of voltage-dependent
conductances were particularly evident after attenuating in-
hibition and, in the case shown in Fig. 6, appeared to account, at
least in part, for the observed residual duration tuning. Specifi-
cally, during the initial stage of GABA receptor blockade, EPSPs
to short-duration (but not long-duration) tone bursts were suf-
ficiently large for activating voltage-dependent conductances and
elicited spikes. With increasing block of inhibition, excitation to
longer-duration tone bursts was progressively unmasked and
amplified by voltage-dependent conductances. We postulate that
because inhibition was not blocked completely, short-pass se-
lectivity was not eliminated; that is, long-duration stimuli failed
to elicit depolarization sufficient for fully activating voltage-
dependent conductances. An alternative hypothesis is that short-
pass selectivity persisted after iontophoresis of GABA receptor
antagonists because afferents were already duration selective.
Negative current clamp recordings (i.e., driving force on inhibi-
tion was minimal) made during gabazine iontophoresis, however,
revealed depolarizations that closely reflected the excitatory
conductance profiles across tone burst durations and showed
relatively little duration selectivity (Fig. 6); these results support
the former hypothesis. Augmentation of excitation could result
from activating voltage-dependent channels associated with
NMDA-type receptors, which has been shown to contribute to
rate-dependent enhancement of excitation in the mammalian IC
(26). To test this hypothesis, NMDA receptors alone could be
blocked while making whole-cell recordings from short-pass
cells. Voltage-gated Na+ channels might also contribute to am-
plification. In preliminary experiments, however, blocking voltage-
gated Na+ channels with intracellular delivery of QX-222 failed to
attenuate this voltage-dependent augmentation.

The anticoincidence mechanism of duration selectivity may be
functionally advantageous because of its inherent capacity for
achieving level tolerance; as sound level increases, both inhibition
and excitation should increase in strength, thereby maintaining
short-pass selectivity (3). This interplay might enable animals to
correctly identify conspecific calls over a wide range of amplitudes,
such as those that female leopard frogs experience when approaching
a calling male. Coincidence mechanisms, however, appear par-
ticularly suited for generating selectivity for midduration sounds,
i.e., band-pass selectivity, as well as for pulse rate (24). Indeed, it
appears that both coincidence and anticoincidence mechanisms
can be used to generate selectivity for temporal features of sounds.
The question thus arises whether the anticoincidence mecha-
nism might be limited to short-pass duration selectivity. Within the
anticoincidence framework, band-pass selectivity might result
from decreasing the amplitude of excitatory conductances and
using a higher proportion of NMDA-type receptors. Band-pass
duration selectivity appears to be relatively rare in the anurans
studied so far (3). Additional work is needed, therefore, to test
this hypothesis.
We found that inhibition to duration short-pass neurons generally

had a large, phasic onset component, followed by a weaker tonic
component; this pattern was particularly evident in responses to the
longer-duration stimuli. GABA receptor blockade attenuated both
components of this stimulus-driven inhibition. It is presently unclear
whether this residual inhibition resulted from incomplete block of
GABA receptors or action of pharmacologically distinct inhibitory
receptors. For example, iontophoresis of strychnine to block glycine
receptors can attenuate inhibition in the IC of mammals, although
to a lesser extent than after GABA receptor blockade (14). Also,
glycine receptors on IC neurons may in some cases mediate para-
doxical excitation (27). Further experiments are needed to test for a
possible role of glycinergic inhibition in short-pass duration selec-
tivity in the anuran IC.
Antagonists of GABA receptors, e.g., bicuculline and gabazine,

have long been used in conjunction with extracellular recordings
(28) to determine the role of inhibition in generating stimulus
selectivity. Blockade of inhibition has been reported to decrease
frequency tuning and selectivity for amplitude modulation rate
(29–31) and duration (14, 19, 21). However, because generalized
increases in activity also result from blocking GABA receptors, it
is unclear whether stimulus-driven inhibition plays a direct role in
determining selectivity (32). For example, bicuculline might simply
reduce tonic inhibition and decrease the resting membrane po-
tential of the cell, i.e., tonically depolarize the cell, thereby en-
abling suboptimal stimuli to elicit spikes. Also, bicuculline has been
shown to attenuate Ca+2-dependent K+ conductances, which can
result in depolarization and potentiation of NMDA-dependent
burst firing (33). Such effects could account for conflicting evidence
in studies of orientation selectivity in the visual system. Whole-cell
patch recordings from visual cortical neurons showed, contrary to
conclusions reached from pharmacologically blocking inhibition
(34), that orientation selectivity can result from integration of ex-
citatory thalamic inputs (35). Recent intracellular (particularly
whole-cell) recordings have shown that biologically relevant stimuli
can elicit diverse and complex patterns of excitation and inhibition
in midbrain neurons (3, 19, 20, 23, 36–40), suggesting that inhibi-
tion plays important computational roles. Our results provide
direct evidence that GABAA antagonists can attenuate stimulus-
driven inhibition and markedly reduce short-pass duration selec-
tivity; bicuculline and the more selective GABAA antagonist,
gabazine, had similar effects. Further, these impairments of
selectivity were independent of changes in resting potential, and
decreased selectivity was observed even though response satura-
tion was not present (e.g., before GABA receptor antagonists had
their full effect) (Figs. 5 and 6) or in recordings made with negative
current clamp (Fig. 6). The finding that GABA receptor blockade
unmasked prominent excitation in response to previously ineffective
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stimuli, e.g., 160-ms tone bursts, demonstrates that stimulus-spe-
cific inhibition plays important roles in duration selectivity and
that GABAA antagonists can attenuate this stimulus-driven in-
hibition. Additional studies that combine whole-cell recording and
pharmacological manipulations are required to further test the
generality of this result and the utility of this methodology.

Experimental Procedures
Surgical Preparation. All animal studies were conducted in compliance with
the National Institutes of Health guidelines and were approved by The
University of Utah’s Institutional Animal Care and Use Committee. Wild-
caught male and female northern leopard frogs (Lithobates pipiens) were
prepared for neurophysiological experiments according to previously de-
scribed methods (41). Frogs were anesthetized by immersion in 3% (wt/vol)
urethane or 0.1% MS-222 and by topical application of 2% (wt/vol) lidocaine
hydrochloride to the skin of the dorsal surface of the head, where a small
craniotomy was performed to expose the optic tectum. After an overnight
recovery period, frogs were immobilized by intramuscular injection of
pancuronium bromide (4 μg/g) for electrophysiological recordings. Whole-
cell patch recordings were made from 58 duration-selective neurons in the
ICan, in vivo, according to methods described previously (23, 42); 26 of these
were short-pass cells. Recordings were made in an audiometric chamber
that was maintained at 18–20 °C.

Electrode Construction. Patch pipettes were constructed from high-borate
borosilicate capillary glass [Schott #8250, A-M Systems #5960; 1-mm outer
diameter (OD), 0.58-mm inner diameter (ID)] using a Flaming/Brown type
puller (model P-97; Sutter Instruments). These pipettes had outside tip di-
ameters of ∼1.1–1.3 μm. Electrode tips were back-filled with a solution (pH =
7.4) consisting of (values in mM) 100 potassium gluconate, 2 KCl, 1 MgCl2,
5 EGTA, 10 Hepes, 20 KOH, and 20 biocytin. Biocytin was replaced by man-
nitol (20 mM) in the solution used to fill pipette shanks. These pipettes had
resistances between 10 and 25 MΩ. Extracellular recording pipettes were
manufactured from the same glass used for making patch pipettes but had
tip diameters of 2–3 μm and were filled with 2 M NaCl; resistances varied
between 0.7 and 1.0 MΩ.

Whole-Cell Recording Procedure. Whole-cell recordings were made with
patch-type pipettes, as described previously (42). Briefly, recording pipettes
were advanced into the brain using an inchworm microdrive ( model 6000
Controller; Burleigh Corp.) or a three-axis microdrive (model IVM-3000; Sci-
entifica PLC) while applying positive pressure to the pipette fluid. After
reaching the location for whole-cell recording, the pipette was advanced in
1.5-μm increments while maintaining positive pressure and passing −0.1-nA
square-wave pulses (500 ms) to monitor resistance; cell contact was indicated
by a small increase (10%) in the voltage change. Negative pressure was then
applied to the pipette to increase the seal resistance to gigaohm levels.
Subsequent to seal formation, negative current (∼−0.5 nA) was applied to
rupture the patch and attain a whole-cell recording. Seal resistances were
typically greater than 1.5 GΩ. Reported resting potentials are uncorrected
for liquid junction potential.

Pharmacological Procedure. Drugs were delivered by iontophoresis, using
three- to five-barrel micropipettes, which were manufactured from multi-
barrel, with microfilament, borosilicate capillary glass (Corning #7740, A-M
Systems; 1.2-mm OD, 0.60-mm ID) using a vertical puller (model PE-2; Nar-
ishige). The tips of multibarrel pipettes were visualized under a stereo-
dissecting microscope and broken to 10–15 μm diameter. Individual barrels
were filled with L-glutamate (100 mM, pH = 8.0), NaCl (150 mM) for current
balance, 20 mM bicuculline methiodide (in 150 mM NaCl, pH = 3.0), gaba-
zine (3 mM in 150 mM NaCl, pH = 4.0) to block GABAA receptors, and 5 mM
NBQX (pH 9.0 in 150 mM NaCl) or 10 mM CPP (pH = 8.0 in 150 mM NaCl) to
block AMPA/Kainate or NMDA-type glutamate receptors, respectively. Each
barrel of the assembly was connected via an Ag/AgCl wire to a constant-
current iontophoresis device (model 6400; Dagan Corp.); to minimize re-
cording noise, the power supply was located peripheral to the instrument.
Approximately 50–100 nA constant current was used to iontophoretically
deliver pharmacological compounds (negative for glutamate, NBQX, and
CPP and positive for other agents). As described previously (43), two elec-
trodes were concurrently used in these experiments. We iontophoresed
glutamate to activate recorded cells, thereby evaluating whether the mul-
tibarrel pipette was sufficiently close to the recording pipette for conducting
pharmacological manipulations. To minimize leakage of agents, retention
currents of ∼5 nA (opposite the polarity used to deliver the agents) were

applied to barrels that contained drugs. Multibarrel pipettes were advanced
into the brain using a single-axis hydraulic manipulator (model MX610;
Siskiyou Corporation).

Stimulus Generation and Delivery. Acoustic stimuli were generated using an
auditory stimulus generator (systems II and III; Tucker Davis Technologies) and
custom software developed in MATLAB environment (MathWorks, Inc.).
Search stimulus carrier frequencies were systematically varied from 150 to
1,600 Hz with modulation frequencies (in the case of sinusoidal amplitude
modulation) ranging from 10 to 100 Hz. Tone burst stimuli had rise/fall times
of 1 ms. Stimuli were presented free-field in an audiometric room (41).

Data Acquisition and Analyses. Recordingswere acquired anddigitized at 10 kHz
using a data acquisition interface (Model: Power 1401; Cambridge Electronic
Design), then stored and analyzed using Spike2 software, also from the same
supplier.

The time courses of excitatory and inhibitory conductances were estimated
from whole-cell recordings at several levels of current clamp, using a least-
squares adaptation (described below) of the algorithm outlined by Priebe and
Ferster (44). This method was selected over voltage clamp techniques be-
cause of errors from incomplete space clamp associated with the latter when
applied to central neurons (45, 46). Also, recordings at various levels of
current clamp provided information relevant to understanding mechanisms
of duration selectivity. When present, spikes were removed from recordings
using a median filter. The passive response properties of a neuron were
approximated using a single-compartment model, represented by the fol-
lowing first-order differential equation:

Cm   dVm=dt =−½ΔgiðVm − EiÞ+ΔgeðVm − EeÞ+gleakðVm − ErestÞ�+ Iinj,

where Cm is the cell capacitance, Ei and Ee are the reversal potentials of the
inhibitory and excitatory conductances, Vm is the membrane potential, gleak =
1/Rinput (represents the sum of conductances responsible for holding the cell at
its resting potential, Erest), and Iinj is the current injected into the cell through
the patch pipette (electrode). The input resistance (Rinput) and time constant (τ)
were estimated from brief negative current pulses delivered to the neuron;
the voltage drop across the electrode and access resistances, which had a fast
time course, was subtracted from the total voltage change produced by these
current injection steps. The mean input resistance of neurons in this study
was ∼766 MΩ, SD = 360 MΩ. The capacitance of each neuron was calculated as
C = τ/Rinput. The changes in excitatory conductance (Δge) and inhibitory con-
ductance (Δgi) resulting from stimulus presentation were the two unknowns
to be estimated.

We used a least squares method (47) to estimate the unknown parameters
(Δge and Δgi). This minimization process involved overdetermining the sys-
tem, i.e., using recordings at multiple levels of negative current clamp (in-
jected current) to obtain more equations than the number of unknown
parameters. We approximated Δge and Δgi at each sample point in time
(0.1 ms) as the values that provided the best fit, i.e., minimized the differ-
ence between measured and calculated changes in membrane potential, for
the recordings across all current clamp levels. Conductance duration was
measured as the time between points at 50% of maximum response on the
initial–rising and final–falling phases of conductance traces.

Errors in measured values of membrane potential at various levels of
negative current clamp can result from the voltage drop across the electrode
and access resistances. In addition to measuring this voltage drop and sub-
tracting it from the apparentmembrane potential, we used a spike threshold-
based method of determining Vm (48). This approach is based on the
assumption that spike threshold for a particular neuron should, on average,
be constant across current clamp conditions. Thus, to determine the actual
membrane potential following current injection, the spike threshold drop
was subtracted from the apparent membrane potential change.

The inhibitory reversal potential for each cell was estimated to be the Vm

at which IPSPs reversed from hyperpolarizations to depolarizations; in some
cases, carrier frequencies that elicited primarily inhibition were used for
determining these reversal potentials. The excitatory reversal potential was
generally taken to be approximately −20 to −40 mV, based on measure-
ments where EPSPs were reversed from depolarizations to hyperpolariza-
tions. Although the relative magnitudes of Δge and Δgi changed slightly for
different values of these reversal potentials, the time courses of these con-
ductances were not affected. The computed Δge and Δgi values represent
estimates of stimulus-related changes in conductances relative to presti-
mulus baseline levels; background (no stimulus present) excitatory and in-
hibitory conductances contributed to the leak conductance, gleak. Recordings
without current injection and at small levels of current clamp in some cases
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showed evidence of active membrane properties that amplified depolar-
izations. Including these recordings in analyses did not alter the time
courses of the positive phase of Δgi; however, these active properties were
evidenced as apparent decreases in Δgi below baseline. Negative Δgi val-
ues could be minimized or eliminated by excluding such recordings from
the analyses; however, the resulting conductance traces showed lower
signal-to-noise ratios. A trade-off exists, therefore, between including vs.
excluding recordings with active conductances. Because the time course of

the positive phases of Δgi and Δge did not differ between these two condi-
tions, recordings at small levels of current clamp were generally included in the
conductance analyses, thereby obtaining reconstructions that had greater
signal-to-noise ratios.
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